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Abstract—We present a new algorithm for the detection of infinite loop bugs in software. Source code is not needed. The algorithm is based on autocorrelation of a program execution's branch target address sequence. We describe the implementation of the algorithm in a dynamic binary instrumentation tool; the result is lightweight enough to be applied continuously at runtime. Functionality of the tool is evaluated with infinite loop bug test cases from the Juliet test suite for program analyzers. Applicability of the algorithm to production software is demonstrated by using the tool to detect previously known infinite loop bugs in cgit, Avahi and PHP.
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I. INTRODUCTION

Infinite loop bugs are both an issue of software safety and of software security. A program that runs into an infinite loop becomes unresponsive, which violates safety properties. If an infinite loop can be triggered with program input by an attacker, the program is vulnerable to a denial of service attack. Under the common weakness enumeration [1], infinite loops are known as CWE-835 (‘loop with unreachable exit condition’).

Possible mitigation approaches to infinite loop bugs include the usage of testing tools in order to detect and remove bugs before deployment, or to use light-weight program instrumentation to catch an infinite loop when it occurs at runtime.

The problem of finding infinite loops in programs is as old as computing itself. A perfect bug checker would detect all infinite loops in any program without false negative detections, without false positive detections, and with bounded runtime. Because the Halting Problem is known to be undecidable in general [2], such a perfect bug checker cannot exist. Any real detection algorithm must therefore drop at least one of the three properties and tolerate either false positive detections, false negative detections, or running into non-termination itself.

Nevertheless, three principle approaches to automated infinite loop detection have been developed and are in practical use today. The oldest one is to set a maximum duration after which an unresponsive program is assumed to be stuck in an infinite loop. This approach is most often implemented with a watchdog timer in embedded systems: A watchdog timer has to be actively reset by the software perpetually, otherwise the watchdog triggers a system restart. A more recent example is found in dynamic symbolic execution tools [3], [4]. Dynamic symbolic execution is a testing approach where program execution is automatically driven into different program paths. The corresponding program input is automatically generated with a constraint solver, typically a Satisfiability Modulo Theories (SMT, [5]) solver. These symbolic execution tools also set a maximum duration of unresponsiveness, after which an infinite loop bug is reported.

The second approach is to prove termination or non-termination using an automated theorem prover, again typically an SMT solver. While (non-)termination can not be decided for all loops in general, it can be decided often enough to be of practical use. Prominent tools include [6]–[11]. Because these tools are not perfect, there is still an interest in detecting infinite loops at runtime. The process of translating a program into logic equations and especially theorem proving itself is too complex to be applicable continuously at runtime. In [12] it is proposed to connect a symbolic execution tool called Looper at a user’s request to an unresponsive process. The tool would then single-step with symbolic execution and try to prove that an infinite loop is executed.

The third approach uses hash values of concrete program states to verify the execution of an infinite loop by finding a recurrence program state [13]. The tool presented in [13] is connected at a user’s request to an unresponsive process and single-steps this process. At branches, the program state including register and memory contents is hashed and compared to previous hash values. If a hash appears more than once, an infinite loop is reported.

This paper presents a new algorithm for automated detection of infinite loops. It is sufficiently lightweight to be applied continuously at runtime. It does not need constraint solver, program source code or hash values over program states. The algorithm is based on autocorrelation, a computation commonly used in many areas of applied statistics: One example is in time series analysis to identify periodic changes. Another example is in signal processing,
Autocorrelation is the correlation of a function \( f(n) \) with itself at different points in time. It computes the similarity between the function and a time-lagged version of itself, where the time lag \( l \) is variable. The (discrete) autocorrelation \( R_{ff} \) at lag \( l \) for a real-valued function \( f(n) \) is:

\[
R_{ff}(l) = \sum_{n \in \mathbb{Z}} f(n)f(n - l)
\]

For a periodic function \( f(n) \) we have:

\[
f(n + p) = f(n)
\]

where \( p \) is the period length. The autocorrelation function \( R_{ff}(l) \) always has a peak value for \( l = 0 \). For a periodic function of period \( p \), the autocorrelation also peaks at the period length \( l = p \) and its integer multiples. For the detection of infinite loops in programs, we slightly adapt the autocorrelation as described in the following sections.

### A. Detecting periodic infinite loops

A path through a program can be represented by the corresponding sequence of branches, i.e., the sequence of branch target addresses. The branches comprise both conditional branches and unconditional branches (jumps). A branch target address sequence is denoted as:

\[
b(n) \quad n \in [0, m]
\]

where \( b(0) \) is the first branch after the program’s entry point, and \( b(m) \) is the last taken branch, leading to the current program execution state. The basic idea is to detect an infinite loop through the branch sequence, which is assumed to become periodic. To this end, the autocorrelation of the branch sequence is computed on-the-fly during program execution.

\[
R_{bb}(l, m) = \sum_{n=1}^{m} b(n)b(n-l) \quad l = 0..m
\]

The value for \( l = 0 \) is not of interest and not computed, because an infinite loop has a positive period length. If the program runs into an infinite loop with period length \( p \), the autocorrelation will show a peak at \( R_{bb}(l = p, m) \), where the peak value increases with the number of branches \( m \).

Unlike in other applications of autocorrelation where a periodic function undergoes some time variance due to noise, here we have identical periods. Therefore, we replace the multiplication with Kronecker’s delta function:

\[
\delta(i, j) = \begin{cases} 
1 & \text{if } i = j \\
0 & \text{else} 
\end{cases} \quad i, j \in \mathbb{Z}
\]

That yields:

\[
R_{bb}(l, m) = \sum_{n=1}^{m} \delta(b(n), b(n-l)) \quad l = 0..m
\]

i.e., the autocorrelation value is only increased if the branch target address is identical to the target address of \( l \) branches before. The recursive version for on-the-fly computation is:

\[
R_{bb}(l, m) = R_{bb}(l, m-1) + \delta(b(m), b(m-l))
\]

We also want to consider the falsification of an infinite loop hypothesis. If a periodic sequence is broken, we reset the corresponding correlation value(s). The recursive computation becomes:

\[
R_{bb}(l, m) = \begin{cases} 
R_{bb}(l, m-1) + 1 & \text{if } b(m) = b(m-l) \\
0 & \text{else} 
\end{cases}
\]

\[(1)\]
An infinite loop candidate is identified if the correlation exceeds a pre-defined threshold value $T$:

$$R_{bb}(l, m) > T \quad \text{for any } l$$  \hspace{1cm} (2)

the period of the infinite loop is $p = l$, i.e., the index of the correlation value that first exceeds the threshold $T$. The location of the infinite loop is given by the $p$ last branch target addresses.

**Correlation length:** In order to limit the buffer length for branch target addresses and autocorrelation values to a constant size independent of the length of a program path, the autocorrelation length can be limited. $R_{bb}(l, m)$ is then only computed for indices $l \in [1..l_{max}]$. With such a fixed correlation length, the algorithm detects infinite loops with a period of up to $p = l_{max}$.

**Illustration:** We provide a sample program as depicted in Figure 1 to clarify how the algorithm behaves during program execution. To understand the results, we briefly consider the x86 assembly code (Figure 2 generated out of 1 by the GNU C compiler (version 4.9.2): The outer (infinite) loop is transformed into an unconditional branch at virtual address 0x4004c8 and a conditional one at address 0x4004ec. Similarly, the branches at 0x4004d1 and 0x4004df represent the inner loop. Local variables $i$, $j$ and $k$ are addressed relatively to the base pointer rbp at offsets $-0x4$, $-0x8$ and $-0xc$ within the current stack frame. Figure 3 shows the autocorrelation values at the time of (forced) program termination (that is $\exists l: R_{bb}(l, l_{max}) \geq T$) when choosing $l_{max} = T = 2^8$. The peaks at positions $p$ which are non-zero multiples of 19 clearly indicate the periodicity of the generated assembly code: To perform one complete iteration of the outer loop, the conditional branch at 0x4004df corresponding to the inner loop is considered 17 times (16 times taken, once not taken) by the algorithm, and with the conditional jump at 0x4004ec and the unconditional jump at 0x4004d1 this results in a total of 19 branches. The diagram in Figure 4 visualizes the behaviour of two selected autocorrelation values while the instrumented program is executing. We chose one autocorrelation value at a position congruent to the periodicity of the sample program and the direct neighbouring value and plot the different behaviours over time. The diagram shows that the first value increases steadily while the second autocorrelation value follows a sawtooth-like shape.

**B. Detecting certain non-periodic infinite loops**

There are non-periodic infinite loops, i.e., infinite loops whose branch sequence depends on input. An example is shown in Figure 5 in assembly. Every second branch targets the loop, but the branch in between is random.

The algorithm can be generalized to also detect infinite loops with non-deterministic branches, as long as the branch sequences in the loop have equal length. The following recursive correlation detects re-visited branches with constant
branch sequence length:

\[
R_{bb}(l, f, m) = \begin{cases} 
R_{bb}(l, f, m - 1) & \text{for } f \neq m \pmod{l} \\
R_{bb}(l, f, m - 1) + 1 & \text{for } f \equiv m \pmod{l} \\
0 & \text{for } f \equiv m \pmod{l} \land b(m) = b(m - l) \\
& \text{for } f \equiv m \pmod{l} \land b(m) \neq b(m - l) \end{cases}
\]

where \( f \) is an offset modulo \( l \). The coefficient vector becomes a triangular matrix (compare Figure 6).

The number of coefficient computations is the same as before, i.e., for every new branch and for each \( l \), only one coefficient is updated (the one for which \( f \equiv m \pmod{l} \)). But the number of coefficients increases to:

\[
N_{\text{coeff}} = \frac{l_{\text{max}}}{2} (l_{\text{max}} - 1),
\]

i.e., the space for coefficient storage increases quadratically with correlation length. The example non-periodic infinite loop is detected with the extended algorithm (triangular coefficient matrix) with \( l_{\text{max}} \geq 2 \).

C. Avoiding false positives: optional SMT-based verification of candidate loops

Depending on the threshold value and the application, the presented algorithm has false positive detections. If false positives are not tolerable, there is a possibility for verification or falsification of infinite loop candidates. One iteration of the candidate loop is executed with symbolic execution, and an SMT solver is used to check whether the loop is indeed infinite. If the candidate is not verified, the threshold can be increased by some factor. The SMT check for an infinite loop is the same as described in [12] for the LOOPER tool. This optional candidate verification however differs from LOOPER in that LOOPER searches for an infinite loop with unknown period length and unknown location. Therefore, LOOPER needs a number of solver checks that increases exponentially with period length, while the work at hand only needs one check for the infinite loop candidate.

III. IMPLEMENTATION WITH BINARY INSTRUMENTATION

We implemented our algorithm based on dynamic binary instrumentation engine Pin [15].

Dynamic binary instrumentation provides a mechanism to monitor, inspect and alter the execution of any given binary program at runtime. This is typically achieved by injecting callback functions into a Just-In-Time (JIT) compiled version of the instrumented program which can then observe and/or manipulate the internal state of the program. Dynamic binary instrumentation lends itself very well towards program analysis as it allows for fine-grained inspection of arbitrary code without having to rely on the presence of the executable’s source code. Programs based on instrumentation frameworks are usually referred to as tools.

The source code of our implementation can be seen in Figure 7: The code adds a callback function Branch() to all conditional and unconditional branches that reside in the virtual address space of the main executable program image. It is the injected handler function’s responsibility to re-compute each autocorrelation value \( R_{bb} \) (line 15) and to store the most recent branch target. Moreover, the Branch() function ensures that \( T \) is still the upper bound of all values residing in \( R_{bb} \). In case of a violation of this last constraint, the Pin tool outputs a warning in line 18.

IV. PROPERTIES

A. Complexity

1) Time: The number of operations performed by the algorithm per branch depends on the correlation length \( l_{\text{max}} \). The algorithm updates \( l_{\text{max}} \) coefficients for every new branch, and compares them against the threshold. It can therefore be assumed, that the computation overhead increases linearly with correlation length \( l_{\text{max}} \), and is independent of program length. To confirm this, we instrumented an infinite-loop-free (terminating) version of the sample program with our algorithm implementation as Pin tool (using equation (1), i.e., without the modulo addressing of equation (3)) and measured the total runtime for different values \( l_{\text{max}} \). In the changed sample program, line 6 was updated to increment the local variable \( j \) instead of \( i \). Benchmark results can be seen in Figure 8.

2) Space: The amount of memory required to store branch target addresses increases linearly with correlation length. The amount of memory required to store autocorrelation values increases linearly with correlation length when using equation (1), and quadratically when using equation (3).
3) Runtime Overhead: The runtime overhead of the Pin based instrumentation consists of three parts. A one-time overhead independent of program length and a dynamic constant overhead for every branch are due to Pin. The third part is the actual autocorrelation, that causes a constant overhead for every branch, where the overhead increases linearly with correlation length (using equation (1)).

The Intel Pin creators estimate the runtime overhead added by the instrumentation engine at a factor of 2.8 with just the JIT compiler enabled and at an average factor of 7.8 for a basic-block counting instrumentation tool in the worst case [15]. Figure 8 shows a run time of about 2 ms for the modified (terminating) test program running without instrumentation. The same program takes about 200 ms running within an empty Pin instance. We further obtain a runtime of about 450 ms for the sample program running within Pin using a correlation length of 100. This implies a slowdown of factor $\frac{225}{2}$ for the example correlation length.

If faster execution is desirable, we consider to implement the described algorithm as compiler instrumentation (static binary instrumentation at compile time). This gets rid of the overhead introduced by Pin. The overhead added by Pin are the fixed one-time overhead introduced by Pin’s JIT as well as the dynamic part that depends on the number of branches within the target program. Both are independent of the correlation length $l_{max}$. We thus argue that a compiler based instrumentation shows the same slope in dependence on $l_{max}$. This runtime is depicted as a dashed (green) line in Figure 8, below the blue linear regression curve for measured values with Pin instrumentation. The blue line is the graph of the linear function $t(l_{max}) = 2156.2 \cdot l_{max} + 302700$ ($t$ in milliseconds). For $l_{max} = 100$ the slowdown factor decreases to about 100 by changing from dynamic instrumentation to static instrumentation. Additionally, our example program consists of an unnaturally high fraction of branches compared to control-flow preserving instructions of $\approx \frac{1}{2}$. For real-world programs, one would expect this fraction between 10% and 20%. This would decrease the slowdown factor again, resulting in a slowdown factor of about 50 to 70 for real-world programs with compiler instrumentation and correlation length 100.

B. Incompleteness

Completeness would mean the detection of all infinite loops, i.e., that there are no false negative detections. Since there are non-periodic infinite loops that are not detected by the presented algorithm, and since periodic infinite loops with periodicity larger than correlation length are not detected, the presented algorithm is not complete.

C. Soundness

Soundness means that any loop which is reported as infinite by the algorithm is indeed infinite, i.e., that there are no false positive detections. The presented algorithm uses a threshold comparison to select infinite loop candidates. This candidate selection is not sound. It could arguably be seen as "asymptotically sound" with an increasing threshold value. The algorithm becomes sound by applying an SMT check for a candidate and by only reporting loops whose non-termination was proven by the check.

D. Trade-offs

The tool user can set the two algorithm parameters $l_{max}$ for correlation length and $T$ as detection threshold. There are two trade-offs. The first trade-off concerns the number of false negative candidate detections versus algorithm
complexity. By increasing correlation length, the number of false negative candidate detections is reduced at the expense of increased program overhead. The second trade-off concerns the number of false positive detections versus detection delay. By increasing the threshold $T$, the number of false positive candidate detections is reduced at the expense of increased detection delay. An infinite loop must then be executed for more iterations until the threshold is reached. In our practical tests, the threshold could be set very high ($10^6$ or more) without causing any significant detection delay.

V. EXPERIMENTS

Benchmark results are obtained on an Intel Core i7-2600 (3.4 GHz) on 64bit Linux kernel 3.16.0-4-amd64. The algorithm is run with equation (1).

A. Juliet suite

The Juliet test suite [14] is currently the most comprehensive test suite for C/C++ program analyzers. It is developed by the United States National Security Agency’s (NSA) Center for Assured Software and the National Institute of Standards (NIST). The suite is freely available and consists of C/C++ source code covering over 100 common weaknesses. The test cases are artificial and systematically combine basic bugs with different control and data flow variants. We use the current Juliet version 1.2. For infinite loops it contains 6 test programs, each with ‘good’ (bug-free) and ‘bad’ functions (containing a bug).

An example is shown in Figure 9. The infinite loop has a period of 1. The terminating ‘good’ loop is broken after 10 iterations.

We compile the programs and apply our tool with parameters $T = 500$ and $l_{\text{max}} = 16$. The tool correctly detects the contained infinite loops without false positive and without false negative detections. The runtimes until detection of the respective infinite loop are given in Table I.

The Juliet infinite loop tests have also been used in [16] to test detection based on static symbolic execution on the source code level. An SMT solver is used to check for fixed-point satisfiability. Compared to [16], our tool achieves correct detection an order of magnitude faster. For bigger test programs, we would expect a larger speed-up with our tool, because on the small Juliet test programs a considerable portion of the runtime is used to perform the instrumentation.

B. Real-world programs

To show that the algorithm scales to real-world problems, we triggered publicly known infinite-loop vulnerabilities in three widely-used open-source programs and successfully detected all of them using our implementation. The three vulnerabilities outlined below have been selected based on the ease of triggering the bug.

- **cgit** is a web frontend for git repositories written in C.\(^1\) Prior to version 0.8.3.5, cgit contained an infinite loop bug that could be triggered by clients sending an invalid hex escape in the URL query to the remote side. This bug has been assigned CVE-2011-1027.

- **Avahi** is a Unix daemon providing service discovery in local networks which is enabled by default in many popular Linux distributions.\(^2\) Before version 0.6.29, Avahi would enter an infinite loop upon receiving a zero-length UDP packet (CVE-2011-1002).

- **PHP: Hypertext Processor** is a highly popular server-side scripting language for web development.\(^3\) All versions before 5.2.17/5.3.5 hang infinitely when processing

---

\(^1\)http://git.zx2c4.com/cgit/
\(^2\)http://avahi.org/
\(^3\)http://php.net/
void do_01_good() {
    int i = 0;
    do {
        if (i == 10) {
            break;
        }
        println(i);
        i = (i + 1) % 256;
    } while (i >= 0);
}

void do_01_bad() {
    int i = 0;
    do {
        println(i);
        i = (i + 1) % 256;
    } while (i >= 0);
}

Figure 9: Example from Juliet test suite [14]

The main difference to the theorem proving approach is that it reasons about a multitude of program paths at once, while the proposed algorithm is applied to an individual program path. The prominent tools use static symbolic execution of the program source code, with loop invariant generation [7], [8] and/or checking for satisfiable fixed-points or more generally recurrence sets [7], [11]. Proving non-termination is sound, i.e., it does not yield any false positive infinite loop detections. In Looper [12], it is proposed to use a theorem prover to verify that a program is stuck in an infinite loop. The tool is to be run at user’s request, and single-steps the unresponsive program with symbolic execution. The work at hand for detection of infinite loop candidates with autocorrelation does not need a solver, and is orthogonal to the theorem proving approach. The presented algorithm spots unresponsiveness automatically by checking the iteration number threshold. The theorem proving approach is much more complex, which makes it suited for analysis before deployment. The presented algorithm on the other hand is lightweight enough for detection at runtime.

VI. RELATED WORK

Previous work on infinite loop detection relies on a threshold for a maximum duration of unresponsiveness (e.g., [3], [4]), on automated theorem proving [7]–[12], [16], or on comparing program states at branches [13]. The presented algorithm clearly differs from these approaches.

On the one hand, specifying a threshold for maximum number of loop iterations does bear some resemblance to specifying a maximum duration of unresponsiveness. On the other hand, it is not straightforward to predict an adequate time threshold, as execution speed depends on many parameters like the underlying hardware, program input or system load. This is why watchdogs are mainly used in embedded systems, where these parameters are predictable. An iteration threshold is independent of such parameters, and could additionally be inferred from program source code if available (to avoid false detections).

The main difference to the theorem proving approach is that it reasons about a multitude of program paths at once, while the proposed algorithm is lightweight enough for continuous detection of infinite loops at runtime. While a watchdog timer needs to be actively used by the programmer, the presented algorithm can be used to monitor any program.

VII. DISCUSSION

Unlike previous work for sound detection, the presented algorithm is lightweight enough for continuous detection of infinite loops at runtime. A watchdog timer needs to be actively used by the programmer, the presented algorithm can be used to monitor any program.

In order to reduce the average overhead introduced by the presented infinite loop detection, the correlation length could be adaptively changed during program execution. One possibility is to introduce a lower-complexity ‘search mode’, where no correlation is computed at all. Instead, counters can be increased for how often the program execution...
Table II: Selected CVEs

<table>
<thead>
<tr>
<th>CVE</th>
<th>Name</th>
<th>$l_{\text{max}}$</th>
<th>$T$</th>
<th>Detection Time</th>
<th>Measured Periodicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVE-2011-1027</td>
<td>cgit</td>
<td>64</td>
<td>1024</td>
<td>0.23 s</td>
<td>22</td>
</tr>
<tr>
<td>CVE-2011-1002</td>
<td>Avahi</td>
<td>64</td>
<td>1024</td>
<td>0.07 s</td>
<td>3</td>
</tr>
<tr>
<td>CVE-2010-4645</td>
<td>PHP</td>
<td>128</td>
<td>1024</td>
<td>0.78 s</td>
<td>69</td>
</tr>
</tbody>
</table>

passes individual branch locations. This essentially reduces the algorithm overhead to an overhead value required by instrumentation to trace code coverage, like, e.g., `gcov`. If any branch counter exceeds a pre-defined threshold $T_s$, the algorithm can change into ‘correlation mode’.

There is the possibility of integrating the presented algorithm in CPUs, in order to benefit from hardware acceleration. Most CPUs already have a branch target address cache. Detection of an infinite loop could be signaled with an interrupt (to the operating system) and an operating system signal (to a process). The operating system could perform verification / falsification with an SMT check to eliminate false positives. Hardware acceleration would eliminate the runtime software overhead of the proposed algorithm for correlation at the expense of some extra transistors.

Future work could be the re-implementation of the algorithm with static binary instrumentation, and integration into the GNU compiler (`gcc`). `gcc` already features an address sanitizer [17] and a thread sanitizer [18], but not yet a loop sanitizer.

It seems further possible to combine the presented algorithm with dynamic symbolic execution based testing. The synergy would be that symbolic execution drives the program into different paths, where the presented algorithm could perform lightweight detection of infinite loop candidates.
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