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Abstract—We present an algorithm for automated detection of infinite loop bugs in programs. It relies on a Satisfiability Modulo Theories (SMT) solver backend and can be run conveniently with SMT-constrained symbolic execution. The algorithm detects infinite loop bugs for single-path, multi-path and nested loops. We prove soundness of the algorithm, i.e. there are no false positive detections of infinite loops. Part of the algorithm is a fixed-point based termination check for 'simple' loops, whose soundness is a consequence of Brouwer’s fixed-point theorem. The algorithm further yields no false negative detections for context-sensitive detection of periodic loop orbits with sum of prefix iterations and periodicity of up to the analysis loop unroll depth (bounded completeness), if the SMT solver answers the fixed-point satisfiability query in time. We describe an example implementation as plug-in extension of Eclipse CDT. The implementation is validated with the infinite loop test cases from the Juliet test suite and benchmarks are provided.
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I. INTRODUCTION

For some applications an infinite loop is desired program behaviour. In the majority of cases however an infinite loop is not intended by the developer and therefore a bug, known under the common weakness enumeration [1] as CWE-835 ('loop with unreachable exit condition'). If infinite recursion can happen with regular program input, the infinite loop is a bug which prevents the program from functioning correctly. If an infinite loop can be triggered by unexpected input which is not properly validated, it can be used by an attacker for a denial of service attack.

Since loop behaviour may depend on the program input, the detection of infinite loop bugs with static analysis is attractive. Symbolic execution [2] is a path-sensitive static analysis method, where software input is regarded as variables (symbolic values). It is used to automatically explore different paths through software, and to compute path constraints as logical equations (from the operations with the symbolic input). An automatic theorem prover (constraint solver) is used to check program paths for satisfiability and to check error conditions for satisfiability. Symbolic execution has been used to automatically analyze source-code, intermediate code and binaries (machine code). It is typically applied by unrolling loops up to a certain depth as bounded model checking. An overview of symbolic execution techniques and available tools is given in [3], [4].

The current state in automatic theorem proving are Satisfiability Modulo Theories (SMT) solvers [5]. An SMT solver contains a SAT solver for Boolean logic running the DPLL algorithm [6], and for linear arithmetic often also a theory solver running the simplex algorithm [7]. Current solvers typically also support some non-linear arithmetic with polynomial bases (Gröbner bases [8]). A standard SMT solver interface has been defined with the SMTlib [9]. An example of a state-of-the-art SMT solver is [10].

Proving that loops always terminate (loop termination) has long been a topic e.g. for Hoare-style verification calculus. Loop termination is typically proved by ranking function generation [11]. A 'guess and check' based approach for generating invariants of linear loops (single-path loops which only use linear arithmetic) is described in [12]. Since the Halting problem is undecidable in general, the complementary approach of detecting infinite loop bugs has also received attention. [13], [14] use a 'guess and check' pattern based algorithm to detect infinite loops. [14] notes the equivalence to invariant generation like in [12].

This paper presents a detection algorithm for infinite loops based on fixed-point analysis. Loops which terminate with a number overflow or loops which can run infinitely only as a consequence of a previous number overflow are not detected, as the common weakness enumeration rather classifies such bugs as 'number overflows'. The remainder of the paper is organized as follows. The following section II gives the problem formulation. Section III describes the algorithm. In section IV an example implementation as extension of
a symbolic execution engine for Eclipse CDT is presented. Section V provides an evaluation of the implementation with test programs from the Juliet suite [15], [16]. Section VI provides a soundness proof and also proves bounded completeness (if the solver answers the fixed-point satisfiability query in time). Related work is discussed in section VII, and section VIII discusses the results.

II. PROBLEM FORMULATION

Loops can be categorized in single-path loops, multi-path and nested loops. The loop model is illustrated for a single-path loop in figure 1. The figure shows the vector $x$ of loop variables, a path constraint $\mathcal{P}$ on which the loop is reached from the program entry point, the loop guard set $\mathcal{G}$ and the loop update function $U(x)$. The vector $x'$ denotes the loop variables after update, so that one loop update computes

$$x' = U(x)$$

The problem we are interested in is whether the program contains a loop which runs infinitely for any program input. This includes the question whether the loop can be reached on a satisfiable path with this input.

A loop may run a different number of iterations for different input. This means that it computes different functions for different sets of input. We consider the sequence $(x^{(k)})_{k \in \mathbb{N}}$ of values of $x$ for each iteration and note it as the orbit of $x$. The loop effect is described with function composition of the update functions of different iterations. If there is input for the single-path loop from figure 1 for which it runs $n$ iterations, then it computes the orbit:

$$x = x^{(0)} \rightarrow x^{(1)} = U(x^{(0)}) \rightarrow x^{(2)} = U(x^{(1)}) = U^2(x^{(0)}) \rightarrow \ldots \rightarrow x^{(n)} = U^n(x)$$

A multi-path loop contains different loop update functions for each path. A two-path loop is illustrated in figure 2.

![Figure 2. Example multi-path loop, corresponding to an If/Else branch after the loop guard.](image)

Different paths through the loop may be taken for different input sets in each iteration. The possible compositions of update functions form a transformation monoid, which is illustrated in figure 3. If the loop is not taken (0 iterations), this corresponds to the identity mapping $ID$ of $x$. For one iteration the resulting function is either $U_1$ or $U_2$. For a two-path loop (e.g. an If/Else statement within a loop) the transformation monoid is a binary tree. For more than two paths the illustration would be a Cayley tree. The problem is to detect whether a loop can be reached with adequate input so that an infinite orbit is satisfied.

III. ALGORITHM

Standard programming language number formats are discrete and finite, so that an infinite orbit (without overflow) must be a periodic orbit, i.e.

$$x^{(t+p)} = x^{(t)} \text{ for some } p > 0, \ t \geq 0$$

The algorithm performs two types of tests. The first type is a context-free analysis to decide whether ‘simple’ loops terminate for all input, or whether they are infinite for all input. The context-free analysis is performed only once per loop. The second type performs context-sensitive non-termination analysis of the loops which have not yet been decided in the first step. Both types are run during symbolic execution. The checker method for context-free checks is given as pseudo-code in algorithm 1. The method for context-sensitive non-termination check is depicted as pseudo-code in algorithm 2.

A. Context-free termination check

This check is performed for single-path loops with linear arithmetic and convex guard set, which do not contain the modulo operator (which would destroy the precondition of Brouwer’s theorem).

The loop guard can be expressed in matrix notation as:

$$Gx \leq g, \quad G \in \mathbb{R}^{k \times n}, \ g \in \mathbb{R}^n$$

The loop guard is a convex set if it consists of conjunctively connected linear inequalities (no disjunctions). The loop update function is then:

$$x' = U(x) = Ux + u, \quad U \in \mathbb{R}^{n \times n}, \ x, x', u \in \mathbb{R}^n$$

![Figure 3. Transformation monoid corresponding to two-path loop from figure 2.](image)
The loop always terminates if the orbit leaves the guard set for all possible input vectors \( \{ x | Gx \leq g \} \) after a finite number of iterations. In section VI it is explained in detail that as a consequence of Brouwer’s fixed-point theorem [17] there can only be a periodic orbit if the loop update function \( U(x) \) contains a fixed-point \( x^{(1)} = x^{(0)} \) within the guard set:

\[
Gx \leq g \\
\land \quad x' = Ux + u \\
\land \quad x' = x
\]

If the constraint solver answers ‘unsat’ to this query, the loop is marked as non-terminating.

**B. Context-free non-termination check**

This check is performed for single-path loops (possibly non-linear). If the loop was already decided to always terminate, then this check is not performed. The loop is non-terminating for all input if:

\[
\forall (x \in G). U(x) \in G \\
\iff \neg \exists (x_1 \in G). U(x_1) \notin G
\]

The constraint solver is therefore asked to check satisfiability of:

\[
x \in G \land x' = U(x) \land \neg (x' \in G)
\]

If the solver answers ‘unsat’ to this query, the loop is marked as non-terminating.

**Algorithm 1:** Context-free termination and non-termination checks for ‘simple’ loops.

```
checkContextFree(CFNode node, SymVars x, SymVars x')
if (isLinearNoModulo(node)) then
  // 1. check terminating:
  s1 = check-sat\left( Gx \leq g \land x' = Ux + u \land x' = x \right);
  if (s1 == unsat) then
    markTerminating(node);
    return;
  end
end
if (isSinglePath(node)) then
  // 2. check infinite:
  s2 = check-sat\left( x \in G \land x' = U(x) \land \neg (x' \in G) \right);
  if (s2 == unsat) then
    markNonTerminating(node);
    return;
  end
end
```

**C. Context-sensitive non-termination analysis of remaining loops**

Loops which have not been decided by the context-free analysis are analysed context-sensitively during symbolic execution. Such loops are e.g. multi-path loops or loops which terminate only for a partial input set. A loop is reached with symbolic execution from a program entry point on a path which we call stem path (as in [14]). If the loop guard is satisfiable for the stem path context, then symbolic execution unrolls the loop once and checks guard satisfiability again. It is detected that a loop is closed when the same decision node on the path is revisited. If the guard condition is satisfiable also after unrolling the loop body, then the loop variables are identified and the non-termination analysis algorithm is called. If the same decision node is already several times on the path, then several loops are closed at the same time. The algorithm is the run for each of the closed loops. The algorithm searches for a satisfiable periodic orbit in the respective composite function of the transformation monoid which corresponds to the taken loop unrolling branches. The algorithm checks the existence of a fixed-point in the unrolled loop. A fixed-point of e.g. \( U^4 \) is a periodic orbit of \( U_1 \) with periodicity 4. A fixed-point of an \( n \)-fold function composition from the transformation monoid is a periodic orbit through the loop with periodicity \( p = n \). The loop body path constraint contains the constraints for correct domains of the respective update functions. By checking for fixed-points for all loop closed events on the current path, also periodic orbits with \( t \) prefix iterations and periodicity \( p = n - t \) are found.

```
checkContextSens(CFNode node, SymVars x, SymVars x')
\( P(x) = \) getPathConstraint();
\( L(x') = \) getUnrolledLoopConstraint();
\( s = \) check-sat\left( P(x) \land L(x') \land (x' == x) \right);
if (s == sat) then
  reportError(node, ‘infinite Loop’);
  return;
else
  return;
end
```

**Algorithm 2:** Context-sensitive non-termination check for remaining loops.

IV. IMPLEMENTATION IN ECLIPSE CDT

**A. Integration with symbolic execution**

For an example implementation we extend [18], which is a symbolic execution engine as plug-in extension to Eclipse CDT. It uses the CDT parser and the control flow graph (CFG) builder from CDT’s code analysis framework (Codan [19]). Path satisfiability and bug conditions are
checked in [18] with an SMT solver in the SMTLIB logic of arrays, uninterpreted functions and nonlinear integer and real arithmetic (AUFNIRA). The symbolic execution engine unrolls loops up to a configurable loop depth bound. It was successfully applied in [18] to detect buffer overflow bugs in a test suite for static analyzers.

We implemented the infinite loop bug detection algorithm in a new checker class. The engine was extended to detect loop closed events, to identify loop variables and to trigger the infinite loop checker during symbolic execution. Differing from [18] here we use [10] as SMT solver backend. Analysis with symbolic execution starts by parsing the source files into abstract syntax trees (ASTs) and constructing CFGs for AST subtrees rooted in a function definition. As example consider the C function in listing 1.

Listing 1. Example from [16]. The function contains a multi-path loop which terminates for all input. The corresponding CFG is illustrated in figure 4.

```c
static void good1 (){
    int i = 0;
    while (i >= 0) {
        // FIX: Add a break point if i==10
        if (i == 10) {
            break;
        }
        printIntLine(i);
        i = (i + 1) % 256;
    }
}
```

B. Loop detection and identification of loop variables

The engine [18] keeps the program path in memory which is symbolically interpreted at the moment. ‘Loop closed’ events are detected during symbolic execution with bounded path coverage, where loops are unrolled at least once. When an already visited decision node (i.e. which is on the current path) is visited again, the algorithm to test for an infinite loop is called. The path is split into stem and loop body at each previous occurrence of the loop decision node. The engine also contains a class Actionlog which tracks during interpretation for which CFG node which new symbolic variables are created. This Actionlog is used to identify the loop variables $x_i$ from the loop body and the corresponding $x_i$ from the stem as their previous values.

C. Loop property determination

The properties of interest are whether the loop is linear with convex guard set, whether it contains the modulo
operator and whether it is a single-path (i.e., not multi-
path or nested) loop. These properties are determined with a
class LoopPropertyFinder which extends CDT’s
ASTVisitor. The AST subtree corresponding to the loop
compound statement is accessed through a reference from
the decision node in the CFG. The loop properties are
determined by traversing this AST subtree according to the
visitor pattern [20]. The property determination needs to run
only once per loop.

D. Context-free termination and non-termination loop tests

The context-free tests are performed only once per loop,
when the loop decision node is revisited for the first time.
Stem path equations are not included in the equation system,
which removes the context of the loop. The remaining
constraints are the guard condition before the loop, the loop
update and the guard condition after the update. Any re-
computations later when the loop is reached with a different
path constraint would therefore be redundant. The algorithm
generates an additional constraint for termination and non-
termination checks respectively and tests equation system satisfiable with the SMT solver (compare algorithm 1).

E. Test for periodic orbit with path constraint

If a loop is closed during symbolic execution which has
not already been marked as terminating or non-terminating,
then the path-sensitive non-termination check method (al-
gorithm 2) is called. In addition to the stem path constraint and
loop body constraint which are queried from the symbolic
execution engine, the algorithm generates an additional
fixed-point constraint and tests equation system satisfiable with the SMT solver. The fixed-point equations for the loop
variables are in SMTLIB notation:

\[
\begin{align*}
\text{assert} & \ (x_1 \ldots x_n) \\
\text{assert} & \ (x_1' \ldots x_n')
\end{align*}
\]

where the \(x_i'\) and \(x_i\) are replaced with the actual loop
variable names. If the solver answers SAT, an infinite loop
is detected and reported. Corresponding input triggering the
infinite loop bug can be queried from the solver with the
SMTLIB ‘get-value’ command.

V. EXPERIMENTS

We validate the implementation with the infinite loop test
programs from the Juliet test suite for static analyzers [15],
[16]. The small test programs combine common software
weaknesses systematically with different control and data
flow variants. They contain both ‘good’ and ‘bad’ (flawed)
functions in order to measure a tool’s false negative and
false positive detections. An example ‘good’ function has
been given in listing 1. The multi-path loop is unrolled up
to ten times during analysis, at which point termination is
proven. Two example ‘bad’ functions are given in listings 2
and 3. Listing 2 contains a single-path empty for-loop which
is non-terminating for all input. The loop guard is simply
‘true’, and the bug is detected during the context-free non-
termination check. Listing 3 contains another single-path
for-loop which is non-terminating for all input and is decided
with the context-free test. The context-free termination check
is not performed in this case because the loop contains a
modulo operator. The test programs are analyzed in Eclipse
4.3 on 64-bit Linux kernel 3.2.0 on a Core i7-4770 CPU.
The symbolic execution engine is configured to run single-
threaded. The tests are run as JUnit plug-in tests with the
Eclipse GUI. Results are shown in figure 5. All 6
test programs are correctly decided within less than three
seconds each. A screenshot of error reporting with the Codan
framework is shown in figure 6.

Listing 2. Example from [16]. Single-path empty for-loop which is non-
terminating for all input.
\[
\text{void CWE835_Infinite_Loop_for_empty_01_bad()}
\begin{align*}
\text{int } & \ i = 0; \\
\text{// FLAW: Infinite Loop} \\
\text{for } & \ (\_\_\_\_\_\_) \ { \\
\text{printIntLine}(i); \\
\text{i++;}
\}
\end{align*}
\]

Listing 3. Another example from [16]. The function contains a single-path
non-terminating loop.
\[
\text{void CWE835_Infinite_Loop_for_01_bad()}
\begin{align*}
\text{int } & \ i = 0; \\
\text{// FLAW: Infinite Loop} \\
\text{for } & \ (i = 0; i >= 0; i = (i + 1) \ % \ 256) \ { \\
\text{printIntLine}(i); \\
\}
\end{align*}
\]

VI. ALGORITHM PROPERTIES

This section assumes that the SMT solver gives the correct
’sat’ or ‘unsat’ answer to each equation system query
within the available computation time.

A. Soundness

Proposition 1. The algorithm does not compute any false
positive detections.

Proof: An infinite loop is reported in two cases:

Case 1. by the context-free check if:
\[
\text{check-sat}\left(G(x) \land (x' = U(x)) \land \neg(G(x'))\right) = \text{unsat}
\]
i.e. there exists no loop input \(x_i \in G(x)\) for which the next
iteration is not also taken. This means that the loop is infinite
if it can be reached with any input. The check function is
only called if the loop is reached with satisfiable input during
symbolic execution. The program therefore indeed contains a reachable infinite loop.

**Case 2.** by the context-sensitive check if:

\[
\text{check-sat}\left(\mathcal{P}(x) \land \mathcal{L}(x') \land (x' == x)\right) == \text{sat}
\]

i.e. there is a program input for which the loop is reached with \(\mathcal{P}(x_i)\), so that loop guard and an unrolled loop body are satisfiable and have a fixed-point \(\mathcal{L}(x_i)\). The program therefore indeed contains a reachable infinite loop.

**B. Bounded completeness**

In order to prove bounded completeness, it must first be ensured that the context-free termination check never wrongly marks a loop as terminating if the loop does not always terminate. Otherwise this would prevent the context-sensitive non-termination check from being performed and would lead to false negative detections. This means:

**Proposition 2.** The context-free termination check is sound, i.e. when a context-free single-path loop with convex guard set and linear update function without modulo operator does not have a fixed-point, then there is no infinite orbit through it with any stem path constraint.

**Proof:** By contradiction. The proof is a minor adaptation from [21]. Assume there is a periodic orbit \((x^{(k)})\), \(k \in \mathbb{N}_0\), through the loop, i.e. \(\forall k. x^{(k)} \in \mathcal{G} \land x^{(t+p)} = x^{(t)}\). Because all possible combinations of stem and loop body with \(t + p = k\) are tested, we can without loss of generality assume \(t = 0\), i.e. \(k\) loop iterations belong to the unrolled loop body and there are no prefix iterations. Let \(\mathcal{V}\) be the affine space of the lowest dimension that contains the orbit. By intersecting \(\mathcal{G}\) and \(\mathcal{V}\) we get a compact convex set \(\mathcal{G} \cap \mathcal{V}\). Furthermore \(x^{(k)} \in \mathcal{G} \cap \mathcal{V}\); \(0 \leq k \leq p\). We build the convex hull \(\mathcal{X} = \text{Conv}(x^{(k)})\). Then \(\mathcal{X} \subset \mathcal{V} \cap \mathcal{G}\) and \(\forall x_i \in \mathcal{X}, \forall q \in \mathbb{N} : \mathcal{U}^q(x_i) \in \mathcal{X}\), i.e. \(\mathcal{X}\) is a ‘positively invariant set’. The closure \(\overline{\mathcal{X}}\) is a compact convex positively invariant set in \(\mathcal{V}\). Now we can apply the Brouwer fixed-point theorem [17] on the loop update function \(\mathcal{U}: \overline{\mathcal{X}} \to \overline{\mathcal{X}}\). It guarantees us the existense of a fixed-point in \(\mathcal{U}\).

Now bounded completeness can be considered:

**Proposition 3.** When all loops are unrolled up to a depth of \(n\), then no infinite loop bug with \(t\) prefix iterations and an orbit periodicity of \(p \leq n - t\) is missed.

**Proof:** Unrolling all loops up to a depth of \(n\) (if satisfiable) means building all composition functions of the loop’s transformation monoid up to level \(n\). Any orbit with periodicity \(p \leq n - t\) is a fixed-point of a composite function from the transformation monoid with level \(l \leq n - t\) and is therefore not missed.

**VII. RELATED WORK**

A large body of related work is available in the area of loop (non-)termination proving, especially [11], [22], [23], [13], [14], [24], [25], [26]. The special case of (non-nested) single-path loops with linear operations and convex guard set (i.e. linear loops) is dealt with in [11], [22], [23], [25], [26]. In [11] a complete algorithm for termination proving by synthesis of linear ranking functions is given. It is complete with respect to the existence of linear ranking functions, and it notes that there are terminating linear loops without existing linear ranking function. In [22] linear loops with real arithmetic are considered. It is shown that termination is decidable, and a ‘guess and check’ non-deterministic algorithm for termination is given. It uses a transformation of the loop update matrix to Jordan normal form and the introduction and constraining of an extra variable to homogenize an inhomogeneous problem (where the affine loop update mapping contains a non-zero translation). [22] also shows that termination becomes undecidable for multi-path loops. In [23] linear loops with integer arithmetic are considered. It is shown that some loops may terminate over integers, but not over reals. It generalizes [22] and shows that homogeneous linear loops with integer arithmetic are decidable. In [26] necessary and sufficient conditions for the termination of linear homogeneous loops are given. In
Figure 6. The algorithm is implemented as extension of [18] and uses the CDT/Codan error marker framework for reporting.

[25] a decision procedure for inhomogeneous linear loops with integer arithmetic and diagonalizable update matrix is presented. In [13], [14], [24] algorithms for the detection of non-terminating nested and multi-path loops are presented. In [13] and [14] loops are unrolled into all satisfiable paths while testing non-termination with a template-based ‘guess and check’ invariant generation algorithm. A low-complexity algorithm to detect infinite loops at runtime is presented in [24].

The proposed approach differs from these works as follows. A minor difference is that these works detect loops which run infinitely with arbitrary-precision numbers. This means that they also mark loops as ‘infinite’ which in fact terminate with a number overflow on any real machine. According to the common weakness enumeration such errors would be marked as number overflow, while only loops infinite on real machines are marked as infinite loops. The proposed algorithm sticks to the CWE terminology without false positives. This difference is however minor because the available algorithms could be applied to the problem considered in this paper by applying an additional test to the spotted loops to check whether or not loop variables stay within valid range. The presented context-free termination check differs from [11] first in that Brouwer’s theorem holds independent of the existence of a linear ranking function (compare Sec. 6 Proposition 2), and second in that it would also hold for non-linear but compact convex guard sets (e.g. in SMTlib sublogic NRA). It differs from [22] in that reasoning with a fixed-point is simpler than performing homogenization and transformation to Jordan normal form. Brouwer’s theorem is in fact mentioned in [22], but it is used quite differently (to prove existence of a certain Eigenvector in the homogeneous case). The presented algorithm for detection of infinite loops differs from the one presented in [24] because in [24] dynamic analysis is used, so that coverage depends on the available test set. The proposed algorithm is static, it can be run with arbitrary coverage (e.g. bounded path coverage) independent of any test set. In relation to the algorithm given in [14] the proposed context-sensitive non-termination check is as a special case of the search for recurrent sets, by constraining the recurrent set to be a (fixed-)point. Speed-ups are achieved both by combining termination and non-termination checking, and by the context-free checks which avoid re-checking simple loops.

VIII. DISCUSSION

The presented algorithm is sound and context-sensitively detects infinite loop bugs in single-path, multi-path and nested loops. The number of satisfiable leaf functions of the loop’s transformation monoid grows exponentially in the worst case. This limits the unrolling depth and therefore also the periodicity of detectable infinite loop orbits in practice. Integration with a symbolic execution engine is described. Since the algorithm is implemented in [18], it runs together with other bug checkers (including a buffer overflow checker [18]) sharing the contexts provided by the symbolic execution engine. The implementation has only been evaluated on the test programs from [16] so far and not on production applications. On the other hand the key algorithm properties of soundness and of bounded completeness have been proven.
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