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Motivation and Task Description
In recent years, deep neural networks have achieved remarkable results and even showed super-
human capabilities in a broad range of domains. As an example, generative models can automatically
synthesize highly realistic images and video or audio clips which can be used to generate training
data or realize text-to-speech systems. Unfortunately, this technique led to the rise of so-called dee-
pfakes which are manipulated video or audio clips showing real people with altered faces, gestures
or actions. Hence, deepfakes can easily deceive the viewer and directly harm the shown persons.
This shows the need of automated end-to-end methods to detect deepfakes.

In this work a new approach to detect deepfakes based on our latest findings in adversarial machine
learning should be evaluated. For this purpose, state-of-the-art detection tools should be summarized
and evaluated. Based on currently used methods and our concepts, an end-to-end framework is
implemented and tested. Finally, a comparison with current detection systems is performed and
analyzed.

Requirements
• Good general programming skills (ideally

Python)
• Interest in Deep Learning and Security

• Ability to work self-directed and systemati-
cally

• Motivation and self organization
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